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 8 
Abstract. Phenomenological models may be impressive in reproducing empirical time series but this is 9 
not sufficient to claim physical similarity with Nature until comparison of similarity parameters is 10 
performed. We illustrated such a process of diagnostics of physical similarity by comparing the 11 
phenomenological dynamical paleoclimate model of Ganopolski (2023), the van der Pol model (as used 12 
by Crucifix, 2013), and the model of Leloup and Paillard (2022) with the physically explicit Verbitsky et 13 
al (2018) model that played a role of a reference dynamical system. We concluded that phenomenological 14 
models of Ganopolski (2023) and of Leloup and Paillard (2022) may be considered to be physically 15 
similar with the proxy parent dynamical system in some range of parameters, or in other words they may 16 
be derived from basic laws of physics under some reasonable physical assumptions. We have not been 17 
able to arrive to the same conclusion regarding the van der Pol model. Though developments of better 18 
proxies of the parent dynamical system should be encouraged, we nevertheless believe that the 19 
diagnostics of physical similarity, as we describe it here, should become a standard procedure to delineate 20 
a model that is merely a statistical description of the data, from a model that can be claimed to have a link 21 
with known physical assumptions. 22 
 23 

1. Introduction. 24 

A mathematical model that is constructed to understand a physical phenomenon must be simple 25 
enough, otherwise the interpretation of the modeling results may be as difficult as the interpretation of 26 
direct observations. In that regard, even most sophisticated space-resolving models of global climate 27 
provide, indeed, a simplified picture of the phenomenon, but a much more drastic degree of simplification 28 
is required when we study climate on timescales of tens of thousands of years. Faced with this challenge, 29 
Barry Saltzman used to be a proponent of the phenomenological approach “through the construction of 30 
low-order models in which the full behavior is projected onto the dynamics of a reduced number of 31 
…highly aggregated variables…” (Saltzman, 2002). Phenomenological models of paleoclimate variability 32 
have routinely been used to explain certain characteristics of glacial-interglacial cycles (e.g., Saltzman 33 
and Maasch, 1991, Saltzman and Verbitsky, 1992, 1993, 1994, Paillard, 1998, Tziperman et al, 2006, 34 
Crucifix, 2013, Kaufmann and Pretis, 2021, Talento and Ganopolski, 2021, Leloup and Paillard, 2022, 35 
Ganopolski, 2023). The core principle of the phenomenological approach is to fit model-produced time 36 
series to the observational time series. When this goal is achieved, it is tacitly assumed that there must be 37 
some physical similarity between the phenomenological model and Nature. We believe though that the 38 
assumption of physical similarity with Nature can be more rigorously challenged before the implications 39 
of a phenomenological model are accepted. 40 

In fluid dynamics, for example, the concept of physical similarity is the cornerstone of any judgement 41 
built on model experimentations. Classical similarity parameters, which emerge from the analysis of 42 
fundamental conservation laws, like the Reynolds number, the Peclet number, the Euler number, etc., 43 
quantify the relative importance of different aspects of fluid flow. For an experimental or a numerical 44 
model to be relevant, it should have quantitatively the same similarity parameters as those of the natural 45 
phenomenon being considered. We will now apply this concept of physical similarity to dynamical 46 
paleoclimate systems.  47 

As physicists, we might want to describe a phenomenon such as ice ages as “emerging from 48 
fundamental laws”. However, the fundamental laws that we know in physics dictate interactions between 49 
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particles. Perhaps one of the greatest challenges of the physical approach to complex systems is to explain 50 
how Nature organizes billions of billions of particles in interaction to generate some predictable behavior 51 
even on very long time scales such as, precisely, glacial-interglacial cycles. The methods of statistical 52 
physics tell us how to define macroscopic variables to describe the collective behavior of particles 53 
submitted to a conservation constraint, and how the phenomenon of dissipation emerges as a consequence 54 
of statistical mixing in a chaotic system. Dynamical system’s theory tell us why we mainly see the most 55 
unstable modes of a system (Haken, 2006) and how time scale separation assumptions allows us to focus 56 
on a subset of the system’s variables. In a nutshell, the theories of mathematical and statistical physics 57 
make it legitimate to assume that there is a natural parent dynamical system with much fewer degrees of 58 
freedom than Avogadro’s number, and which has generated the phemenon that we see.  59 

 What “much fewer” means is not a straightforward matter. It depends on what we describe as the 60 
phenomenon, and how fine-grained this description is. For example, the successions of glacial-interglacial 61 
cycles and the timing of deglaciations appear to follow fairly simple, predictable rules (Tzedakis et al., 62 
2017). Hence, it is legitimate to assume that the physical parent dynamical system, which dictates the 63 
evolution of the macroscopic state of climate at the orbital time scale, can be reduced to a small number 64 
of degrees of freedom.   65 

Specifically, we may suggest that this parent dynamical system is governed by n physical parameters 66 
𝑎𝑖 such that a dependent variable of interest, x, can be expressed as function 67 

 68 
𝑥 = 𝜑(𝑎1, 𝑎2, … , 𝑎𝑖 , … , 𝑎𝑛)                                                                                                                         (1) 69 

If k parameters of 𝑎1, 𝑎2, … , 𝑎𝑖 , … , 𝑎𝑛 are parameters with independent dimensions, then, according to π-70 
theorem (Buckingham, 1914), in the dimensionless form, the phenomenon (1) can be described by 71 
𝑚 = 𝑛 − 𝑘 adimensional similarity parameters 𝛱1, 𝛱2, … , 𝛱𝑖, … , 𝛱𝑚: 72 

𝛱 = 𝛷(𝛱1, 𝛱2, … , 𝛱𝑖, … , 𝛱𝑚)                                                                                                                     (2) 73 

Two physical phenomena have physical similarity if both of them are described in the adimensional 74 
form by the same function  𝛷(𝛱1, 𝛱2, … , 𝛱𝑖, … , 𝛱𝑚) and have identical numerical values of similarity 75 
parameters 𝛱1, 𝛱2, … , 𝛱𝑖, … , 𝛱𝑚, though numerical values of the governing parameters 76 
𝑎1, 𝑎2, … , 𝑎𝑖 , … , 𝑎𝑛 may be different (e.g., Barenblatt, 2003). 77 

As we have already mentioned, our knowledge about a parent dynamical system is suggested to us by 78 
the presence of empirical time series. It means that one of the similarity parameters, let say 𝛱1, is 79 

adimensional time 
𝑡

𝜏
 (t and τ are dimensional time and a timescale, correspondingly), and all other 80 

parameters 𝛱2, … , 𝛱𝑖, … , 𝛱𝑚 are fixed to specific values. Hence, an experimental time series (neglecting 81 
measure errors) can be described as 82 
 83 

𝛱 = 𝛷 (
𝑡

𝜏
, 𝛱2, … , 𝛱𝑖, … , 𝛱𝑚)                                                                                                                      (3) 84 

If we created a model dynamical system such that it is governed by p governing parameters 𝑏𝑖 85 

𝑥 = 𝜓(𝑏1, 𝑏2, … , 𝑏𝑖, … , 𝑏𝑝)                                                                                                                          (4) 86 

and r parameters of 𝑏1, 𝑏2, … , 𝑏𝑖, … , 𝑏𝑝 are parameters with independent dimensions, then, again, 87 

according to π-theorem, in the dimensionless form, the model can be described by 𝑞 = 𝑝 − 𝑟 88 
adimensional similarity parameters 𝜋1, 𝜋2, … , 𝜋𝑖, … , 𝜋𝑞: 89 

𝜋 = 𝛹(𝜋1, 𝜋2, … , 𝜋𝑖, … , 𝜋𝑞)                                                                                                                       (5) 90 

For a specific time series, and for a fixed set of parameters 𝜋2, … , 𝜋𝑖, … , 𝜋𝑞, the model (5) can be 91 

presented as 92 
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𝜋 = 𝛹 (
𝑡

𝜏
, 𝜋2, … , 𝜋𝑖, … , 𝜋𝑞)                                                                                                                        (6) 93 

The essence of the phenomenological approach is to fit the function  𝛹 (
𝑡

𝜏
, 𝜋2, … , 𝜋𝑖, … , 𝜋𝑞) to the 94 

function 𝛷 (
𝑡

𝜏
, 𝛱2, … , 𝛱𝑖, … , 𝛱𝑚) under the “best” set of parameters 𝜋2, … , 𝜋𝑖, … , 𝜋𝑞, i.e. to equate the 95 

model time series 𝛹 (
𝑡

𝜏
, 𝜋2, … , 𝜋𝑖, … , 𝜋𝑞) and the natural, empirical, time series 𝛷 (

𝑡

𝜏
, 𝛱2, … , 𝛱𝑖, … , 𝛱𝑚): 96 

𝛹 (
𝑡

𝜏
, 𝜋2, … , 𝜋𝑖, … , 𝜋𝑞) = 𝛷 (

𝑡

𝜏
, 𝛱2, … , 𝛱𝑖, … , 𝛱𝑚)                                                                                    (7)  97 

It is obvious that even if the goal (7) is achieved at every 
𝑡

𝜏
 - point, we still cannot claim the model (6) 98 

to be physically similar to “Nature” (3) until we prove that  𝜋𝑖 = 𝛱𝑖, i.e.,  𝜋𝑖-physics in the model is as 99 
significant as the 𝛱𝑖-physics of Nature. Simply speaking, merely matching a proposed phenomenological 100 
model with empirical data does not make a case for physical similarity because it does not provide an 101 
evidence that it happens for the right reason, the reason being the similarity parameters of the right value, 102 
i.e., 𝜋𝑖 = 𝛱𝑖. 103 

But how can we compare  𝜋𝑖-physics of the phenomenological model and 𝛱𝑖-physics of Nature if the 104 
phenomenological models are not derived from the laws of physics? Though, indeed, phenomenological 105 
models have not been derived from the laws of physics, they are not completely ignorant of the physical 106 
content: they still have a physical, measurable variable, time; they also have orbital and terrestrial 107 
forcings as well as positive and negative feedbacks. If the parent dynamical system was formulated in 108 
terms of similarity parameters formed by the ratios of timescales and by the ratios of the forcings’ and 109 
feedbacks’ amplitudes, then the comparison with phenomenological models that also use time scales and 110 
forcing and feedback ratios would be possible. The VCV18 model (Verbitsky et al, 2018), is one such 111 
candidate (a proxy) for a parent dynamical system. VCV18 was derived from the scaled mass- and heat-112 
balance equations of the non-Newtonian ice flow. Next, we will derive scaling laws and similarity 113 
parameters for three phenomenological models: (a) the model of Ganopolski (2023); (b) van der Pol 114 
model as it has been described by Crucifix (2013); and (c) the model of Leloup and Paillard (2022); 115 
G23,VDP and LP22, thereafter, respectively. Each of these models produces a specific function 116 
𝛹(𝜋1, 𝜋2, … , 𝜋𝑖, … , 𝜋𝑞). We then compare functions 𝛹(𝜋1, 𝜋2, … , 𝜋𝑖, … , 𝜋𝑞) of these models with the 117 

corresponding function 𝛷(𝛱1, 𝛱2, … , 𝛱𝑖, … , 𝛱𝑚) provided by VCV18 to recognize or reject the hypothesis 118 
of physical similarity with a proxy for the parent dynamical system. 119 

Certainly, we cannot expect that the time series produced by G23, VDP, and LP22 models and by the 120 
VCV18 model are identical, and therefore these models will not be physically similar in the most rigorous 121 
sense of the equation (7). We will demonstrate though that the answer to the physical-similarity question 122 
is insightful if our dependent variable of interest 𝑥 is not necessarily a time series but a time-independent 123 
attribute such as the period of glacial rhythmicity. All models of this study reproduce equally well ~100-124 
kyr period of the late Pleistocene glaciations. We will now evaluate if the similarity parameters involved 125 
in the corresponding equations (7) are quantitatively the same. 126 

 127 
2. Method 128 

 129 
2.1 VCV18 model as a proxy for a parent dynamical system. 130 

 131 
Deriving a low-order dynamical paleoclimate model that may be considered as a candidate (a proxy) 132 

parent dynamical system is not a trivial exercise. The “low-order” challenge means that out of the 133 

multitude of physical phenomena involved only few should be recognized as dominant ones, and the 134 

“dynamical” challenge means that the space-resolving properties should be sensibly reduced to some 135 

integrated variables. Accordingly, in developing VCV18 proxy parent dynamical system, we first 136 
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assumed that ice ages can be explained by only two components of the global climate system, continental 137 

ice sheets and the ocean representing the rest of the climate. For an ice sheet we adopted mass, 138 

momentum, and heat conservation equations of a “thin” layer of homogeneous non-Newtonian ice, and 139 

the rest of the climate was represented by the energy-balance equation. To migrate from the three-140 

dimensional to dynamical equations we used scaling analysis that provides simple mathematical 141 

statements that are consistent with the original physics. Accordingly, the VCV18 dynamical model of the 142 

ice-climate system is defined by the following set of equations:  143 

𝑑𝑆

𝑑𝑡
=

4

5
𝜁−1𝑆3 4⁄ (𝑎̂ − 𝜀𝐹 − 𝜅𝜔 − 𝑐𝜃)                                                                                                          (8) 144 

𝑑𝜃

𝑑𝑡
= 𝜁−1𝑆−1 4⁄ (𝑎̂ − 𝜀𝐹 − 𝜅𝜔){𝛼𝜔 + 𝛽[𝑆 − 𝑆0] − 𝜃}                                                                               (9) 145 

𝑑𝜔

𝑑𝑡
= −γ[𝑆 − 𝑆0] −

𝜔

𝜏
                                                                                                                                (10) 146 

 147 
Here, S (m

2
) is the area of glaciation, θ (

o
C) is the basal ice-sheet temperature, and ω (

o
C) is the global 148 

temperature of the rest of the climate. Equation (8) represents global ice balance  
𝑑(𝐻𝑆)

𝑑𝑡
= 𝐴𝑆, where the 149 

ice thickness H is determined from the thin-layer approximation of ice flow, 𝐻 = ζ𝑆1/4,   ζ is dimensional 150 
profile factor (Verbitsky and Chalikov, 1986) and 𝐴 = 𝑎̂ − 𝜀𝐹 − 𝜅𝜔 − 𝑐𝜃 is the surface mass influx. 151 
Equation (9) describes vertical ice temperature advection with a time scale 𝐻/(𝑎̂ − 𝜀𝐹 − 𝜅𝜔), and 152 
equation (10) is the global energy-balance equation. The parameter 𝑎̂ (m s

-1
) is the snow precipitation 153 

rate; 𝐹 is normalized external forcing, i.e., mid-July insolation at 65
o
N (Berger and Loutre, 1991) of the 154 

amplitude ε (m s
-1

); 𝜅𝜔 represents fast positive feedback from the global climate on ice-sheet mass 155 
balance; 𝑐𝜃 is the ice discharge due to ice-sheet basal sliding incorporating (both delayed due to the 156 
vertical temperature advection) positive feedback from the global temperature, 𝛼𝜔, and a negative 157 
feedback of basal temperature reaction to the changes of ice geometry 𝛽[𝑆 − 𝑆0]. Further, −𝛾[𝑆 − 𝑆0] is 158 
external forcing for global temperature (e.g., albedo);   κ (m s

-1
 
o
C

-1
), c (m s

-1
 
o
C

-1
), α (adimensional), β 159 

(
o
C m

-2
) and γ (

o
C m

-2
 s

-1
) are sensitivity coefficients; S0 (m

2
) is a reference glaciation area; and τ (s) is the 160 

global-temperature timescale.  161 
Schematically, the dynamical system (8) – (9) is shown in Fig. 1(a). It can be seen that the dynamics 162 

of the VCV18 system is defined by the amplitude and periodicity of the orbital forcing, 𝜀, 𝑇, by the 163 
terrestrial forcing 𝑎̂, and by three feedback loops: the fast positive feedback, −𝜅𝜔, and by two delayed, 164 
positive and negative feedbacks, combined in the term −𝑐𝜃. The dimensional analysis of the VCV18 165 
model has been performed previously (Verbitsky and Crucifix, 2020, 2021, Verbitsky, 2022a). It was 166 
revealed that its large-scale periodicity is generally governed by two dimensionless parameters: the ratio 167 
of the astronomical forcing amplitude ε to the terrestrial ice-sheet mass influx, 𝛱2 = 𝜀/𝑎̂ and the so-called 168 
V-number, 𝛱3 = 𝑉 that is the ratio of amplitudes of time-dependent positive and negative feedbacks. 169 
Specifically, the period P of the VCV18 system response to the astronomical forcing of period T is of the 170 
form (hereafter called the “P-scaling law”): 171 

𝑃

𝑇
= 𝛷 (

𝜀

𝑎̂
, 𝑉)                                                                                                                                           (11) 172 

For T = 40 kyr, 
𝜀

𝑎̂
= 1.4, 𝑉 = 0.7, 𝛷 = 2 (obliquity-period doubling). The corresponding time series and 173 

positive-versus-negative feedback evolution are shown in Fig. 2(a, b).  174 
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 175 

 

 

 
 176 

Figure 1. (a) The parent dynamical system VCV18 (Eqs. 8–10). Red circles mark positive feedback loops 177 
and green circles mark negative feedback loops; (b) The same for the G23 phenomenological model (Eqs. 178 
12-13); (c) The same for simplified system VCV18-1 (Eqs. 22–23); (d) The same for VDP model (Eqs. 179 
30-31); (e) The same for LP22 model (Eqs. 37-38), I = 0; (f) The same for LP22 model (Eqs. 44-45);  180 
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 181 

  

  

  

  
 182 
Figure 2. Time series (kyr BP) and corresponding positive-vs-negative feedback loops:  (a, b) VCV18 183 

(Eqs. 8–10), (
𝑆

𝑆0
)

5/4
is normalized ice volume; (c, d) G23 (Eqs. 12-13); (e, f) VCV18-1 (Eqs. 22–23); all 184 

variables are normalized by characteristic ice thickness, 𝐻′ = (𝑎̂/𝜅)1/4; the dotted triangle corresponds to 185 
LP22 (Eqs. 37-38) without astronomical forcing; (g, h) VDP (Eqs. 30-31).  186 
  187 
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2.2 G23 model. 188 

The G23 model describes evolution of global ice volume v (adimensional) as a response to orbital forcing 189 
𝜀𝐹 (𝐹 is normalized external forcing of the amplitude ε): 190 

𝑑𝑣

𝑑𝑡
=

𝑎𝑣−𝑏𝑣2−𝜀𝐹+𝑑

1−𝛿𝑔𝑣∗                                                                                                                                      (12) 191 

 192 

𝑣∗ =
1

𝑇∗ ∫ 𝑣(𝑡′)𝑑𝑡′
𝑡

𝑡−𝑇∗                                                                                                                                (13) 193 

 194 

The term 𝛿𝑔𝑣∗ represents an additional positive feedback activated (𝛿 = 𝛿1 = 1) when 
𝑑𝑣

𝑑𝑡
< 0. 195 

When 
𝑑𝑣

𝑑𝑡
≥ 0, 𝛿 = 𝛿2 = 0. Graphically, the dynamical system (12) – (13) is shown in Fig. 1(b). We 196 

observe that the dynamics of the G23 system is, like VCV18, defined by the amplitude and periodicity of 197 
the orbital forcing, 𝜀, 𝑇 and by three feedback loops: two positive feedbacks, 𝑎𝑣, 𝑔𝑣∗ and by one negative 198 
feedback, −𝑏𝑣2. Unlike VCV18, though, all feedbacks are instantaneous. We now review how these 199 
differences may be reflected in the corresponding P-scaling law. 200 

For the purpose of dimensional analysis, we consider Eqs. (12) – (13) in dimensional form assuming 201 
the following dimensions for variables and parameters involved: t (s), v (m

3
), a (s

-1
), b (m

-3
s

-1
), 𝜀(m

3
s

-1
), F 202 

is an adimensional function of the period T (s), d (m
3
s

-1
), 𝛿1, 𝛿2 (adimensional), g (m

-3
), 𝑣∗(m

3
). The 203 

period of the system response to the astronomical forcing is then a function of the following governing 204 
parameters: 205 

 206 
𝑃 = 𝜓(𝑎, 𝑏, 𝜀, 𝑇, 𝑑, 𝛿1, 𝛿2, 𝑔)                                                                                                                     (14) 207 
 208 

For more explicit physical interpretation, instead of the parameter b, we will use parameter 𝑎̂ =
𝑎2

𝑏
,  209 

(m
3
s

-1
), which is the mean growth rate. Also, for the reference values of parameters, provided by 210 

G23, 𝑑 ≪ 𝜀, and, lastly, 𝛿1, 𝛿2 are constant. Therefore we can re-write (14) as: 211 
 212 
𝑃 = 𝜓(𝑎, 𝑎̂, 𝜀, 𝑇, 𝑔)                                                                                                                                    (15) 213 
 214 
If we choose 𝑎̂, 𝑇 as parameters with independent dimensions, then according to π-theorem: 215 
 216 
𝑃

𝑇
= 𝛹 (

𝜀

𝑎̂
, 𝑇𝑎, 𝑇𝑔𝑎̂)                                                                                                                                   (16) 217 

 218 
Let us now determine the V-number for G23 as the ratio of amplitudes of time-dependent positive and 219 
negative feedbacks. Obviously, such ratio should be completely defined by the internal (terrestrial) G23 220 
properties and therefore: 221 
 222 
𝑉 = 𝜆(𝑎, 𝑏, 𝑔)                                                                                                                                            (17) 223 
 224 
If we choose a and b as parameters with independent dimensions, then according to π-theorem: 225 
 226 

𝑉 = 𝛬 (
𝑔𝑎

𝑏
)                                                                                                                                                (18) 227 

 228 
We can also express g as a function of V:  229 
 230 
𝑔𝑎

𝑏
= 𝛬−1(𝑉)                                                                                                                                              (19) 231 

 232 
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Accordingly, the P-scaling law of G23 can be written as: 233 
 234 
𝑃

𝑇
= 𝛹 [

𝜀

𝑎̂
, 𝑇𝑎, 𝑇𝑎𝛬−1(𝑉)]                                                                                                                          (20) 235 

 236 
or 237 
 238 
𝑃

𝑇
= 𝛹 (

𝜀

𝑎̂
,

𝑇

𝜏
, 𝑉) ;  𝜏 = 1/𝑎                                                                                                                        (21) 239 

We see that the scaling law (21) is different from the scaling law (11) because the 𝛹 − function of (21) 240 

depends on T unlike the 𝛷 − function of (11). There are only two scenarios for orbital periods to escape 241 

the 𝛹 − function (or the 𝛷 − function) in a scaling law. First, they may be excluded from the governing 242 
equations when the main period of system’s variability is attributed to the internal, terrestrial, physics. 243 
This is the case for VDP and LP22 models that will be considered later, but, definitely, it is not applicable 244 
neither to G23 nor VCV18. The second scenario occurs when a system incorporates multiple parameters 245 
encoding different time scales. The interplay of these parameters may create a situation when T-246 
dependent similarity parameters form jointly a T-independent conglomerate similarity parameter, giving a 247 
system the so-called property of incomplete similarity (Barenblatt, 2003). This property has been 248 
discovered for VCV18 (Verbitsky, 2022a). Indeed, it has two major timescales of the same order of 249 
magnitude, the timescale of ice growth and the timescale of the vertical temperature advection in the ice 250 

sheet. As the result, the 𝛷 − function of the scaling law (11) does not depend on orbital period (𝛷 = 2  in 251 
the range of T = 35 – 60 kyr). Contrarily, as we have already noted, G23 positive and negative feedbacks 252 
are instantaneous, G23 single ice-growth timescale 𝜏~1/𝑎 does not have a “counterpart” for an interplay, 253 
and therefore the 𝛹 − function of (21) is period-T dependent.  254 

Specifically, for T = 40 kyr, 
𝜀

𝑎̂
= 1.6, 𝑉 = 1.1, 𝛹 = 2 (obliquity-period doubling). Hence, only for a 255 

given quasi-periodic forcing, e.g., obliquity, VCV18 and G23 models appear physically similar in regards 256 

of two similarity parameters, 
𝜀

𝑎̂
 , the ratio of the astronomical forcing amplitude ε to the growth rate  𝑎̂, 257 

and in terms of the V-number. The corresponding time series and positive-versus-negative feedback 258 
evolution are shown in Fig. 2 (c, d). 259 

 260 
2.3 Simplified VCV18 model (VCV18-1) as a proxy for a parent dynamical system 261 

 262 
The next phase of our study is devoted to two phenomenological models, VDP and LP22 that have 263 

100-kyr auto-oscillations independently of orbital forcing. To make the diagnostics of physical similarity 264 
possible, we have to further simplify VCV18 system with several, physically reasonable, assumptions:  265 

(a) Since the global-temperature timescale in equation (10) is much faster than other timescales 266 
(orbital, ice accumulation, and ice-temperature advection), we assume that global temperature is 267 
an instantaneous function of the glaciation forcing,  268 

(b) In equation (9), we assume 𝛼 = 0 (for example, effect of increased global temperature is offset 269 
by increased snow precipitation rate, see experiment D in the Appendix of VCV18), which 270 
cancels the direct effect of climate on basal temperature, 271 

(c) We rewrite equations (8) and (9) in terms of ice thickness 𝐻 = ζ𝑆1/4, and finally  272 
(d) We attribute all system variability to terrestrial causes (ε = 0). 273 

The simplified dynamical system then takes the following form: 274 

𝑑𝐻

𝑑𝑡
= 𝑎̂ + 𝜅𝐻4 − 𝑐𝜃                                                                                                                                  (22) 275 

 276 
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𝑑𝜃

𝑑𝑡
=

𝐻4−𝜃

𝐻/𝑎̂
                                                                                                                                                 (23) 277 

 278 
The physical meaning of all variables and governing parameters are the same as in equations (8) – (9), but 279 
the numerical values and dimensions of some parameters and variables are, indeed, different. Specifically, 280 
t(s), H (m), θ (m

4
), 𝑎̂(m s

-1
), 𝜅(m

-3
s

-1
), c(m

-3
s

-1
). The casual graph of the dynamical system (22) – (23) is 281 

shown in Fig. 1 (c). 282 
The period of system variability is a function of three governing parameters: 283 

 284 
𝑃 = 𝜑(𝑎̂, 𝜅, 𝑐)                                                                                                                                            (24) 285 
 286 
If we choose 𝑎̂, 𝜅 as parameters with independent dimensions, then according to π-theorem: 287 
 288 
𝑃

𝜏
= 𝛷 (

𝜅

𝑐
)                                                                                                                                          (25) 289 

 290 

𝜏 = (𝑎̂3𝜅)−1/4  291 
 292 
Parameters 𝑎̂, 𝜅, 𝑐 lack in VDP and LP22 models, and therefore we transition to the V-number that must 293 
be a function of the same 𝑎̂, 𝜅, 𝑐 parameters: 294 
 295 
𝑉 = 𝜆(𝑎̂, 𝜅, 𝑐)                                                                                                                                            (26) 296 
 297 
Since the V-number is adimensional, and 𝑎̂, 𝜅 are parameters with independent dimensions, then 298 
according to π-theorem: 299 
 300 
𝑉 = 𝛬(𝜅/𝑐)                                                                                                                                               (27) 301 
 302 
It also means that 303 
 304 
𝜅

𝑐
= 𝛬−1(𝑉)                                                                                                                                                (28) 305 

 306 
and we can finally present the VCV18-1 P-scaling law as: 307 
 308 
𝑃

𝜏
= 𝛷(𝑉)                                                                                                                                          (29) 309 

 310 
In other words, the P-scaling law of the VCV18-1 system is fully defined by the balance between positive 311 
and negative feedbacks. For 𝜏 = 50 kyr, 𝑉 = 0.63, 𝛷 = 2. The corresponding 100-kyr-period auto-312 
oscillations of the system (22) – (23) and its positive-versus-negative feedback loop are shown in Fig. 2 313 
(e, f).  314 

2.4 VDP model 315 

We now consider the VDP model, which is a variant of the historical van der Pol model (1922) used 316 
by De Saedeleer et al. (2013) and Crucifix (2013) to study synchronization properties of ice ages. 317 

𝑑𝑥

𝑑𝑡
=

−𝛽−𝑦

𝜏
                                                                                                                                                  (30) 318 

𝑑𝑦

𝑑𝑡
=

𝛼

𝜏
(𝑦 −

𝑦3

3
+ 𝑥)                                                                                                                                  (31)   319 
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Here all variables and parameters, except time and timescale 𝜏, are adimensional. Variable x is a proxy for 320 

the glaciation, and variable y represents the rest of the climate. Since 
𝜏

𝛼
≪ 𝜏, for longer, glaciation-like 321 

processes, we can re-write equations (30) – (31) as: 322 

𝑑𝑥

𝑑𝑡
=

1

𝜏
(−𝛽 + 𝑥 −

𝑦3

3
)                                                                                                                               (32) 323 

𝑦 −
𝑦3

3
+ 𝑥 = 0                                                                                                                                          (33) 324 

The equation (33) defines the “critical manifold” (Guckenheimer et al, 2003). The system (32) – (33) 325 
describes VDP “slow” dynamics between two glacial-interglacial bifurcation points. To get VDP time 326 
series, we solve the non-idealized system (30) – (31), and we use the system (32) – (33) to visualize 327 

system’s positive, 𝑥, and negative, 
𝑦3

3
 feedbacks. Schematically, the dynamical system (30) – (31) is 328 

shown in Fig. 1 (d). The period of system (30) – (31) variability is the function of two governing 329 
parameters: 330 
 331 
𝑃 = 𝜓(𝜏, 𝛽)                                                                                                                                               (34) 332 

Only parameter 𝜏 is dimensional, and therefore according to π-theorem: 333 

𝑃

𝜏
= 𝛹(𝛽)                                                                                                                                                   (35) 334 

The amplitudes of VDP variables are defined by the critical manifold (33) that does not contain 335 
parameters 𝜏, 𝛽 and therefore both x- and y-amplitudes do not depend on model parameters. Consequently 336 
the amplitudes of positive and negative feedbacks do not depend on them either. In fact, the x-amplitude 337 
in VDP model is always ~0.8 and y-amplitude is always 2. Therefore the ratio of the amplitude of the 338 

positive feedback, x, to the amplitude of the negative feedback, 
𝑦3

3
, is always V = 0.3. In summary: 339 

 340 
𝑉 = 𝑐𝑜𝑛𝑠𝑡                                                                                                                                          (36) 341 
 342 

The property (36) makes VDP model to be fundamentally different from all other models in this 343 
study. In all other models, the V-number is the function of model’s governing parameters and, under 344 
different scenarios, it changes when parameters change. In the VDP model, the V-number is pre-defined 345 
by the model’s structure. Consequently, the scaling law (35) does not contain any V-number and thus it 346 
cannot match the scaling law (29). Therefore, there is no physical similarity between the VCV18-1 and 347 
the VDP models. 348 

The auto-oscillations of the system (30) – (31) and positive-versus-negative feedback evolution are 349 
shown in Fig. 2 (g, h). For 𝜏 = 50 kyr and 𝛽 = 0.3, 𝛹 = 2.2. Fig. 2 (e) and Fig. 2 (g) show well why the 350 
phenomenological approach may be misleading. For the same internal timescale of 50 kyr, VCV18-1 and 351 
VDP models both produce asymmetrical (slow growth and fast retreat) glaciation time series with the 352 
respective periods P close to 100 kyr, but this occurs because of very different physics: in the VDP model 353 
the positive feedbacks are much weaker (as we already know, 𝑉 = 0.3, always) than in the VCV18-1 354 
model (𝑉 = 0.63). Most importantly, this discrepancy cannot be changed, because the VDP model is 355 
rigid in this regard.  356 
 357 

2.5 LP22 model 358 
 359 

The LP22 model is described by two differential equations, first, for the growing ice volume, 360 
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𝑑𝑣

𝑑𝑡
= −

𝐼

𝜏𝑖
+

1

𝜏𝑔
                                                                                                                                            (37) 361 

and another one for the diminishing ice volume 362 

𝑑𝑣

𝑑𝑡
= −

𝐼

𝜏𝑖
−

𝑣

𝜏𝑑
                                                                                                                                            (38) 363 

Here, v and I are normalized ice volume and astronomical forcing, correspondingly; 𝜏𝑖, 𝜏𝑔, and 𝜏𝑑 are 364 

dimensional timescales. Additionally, if 𝐼 < 𝐼0 the system switches from equation (38) to equation (37), 365 
and if 𝐼 + 𝑣 > 𝑉0, the system switches from equation (37) to equation (38). Though the original LP22 366 
model does not consider its evolution without astronomical forcing, oscillations still occur when I = 0 and 367 
the equation-switching conditions are, correspondingly, 𝑣 ≤ 𝑉1 (𝑉1 is the minimal, interglacial, volume) 368 
and 𝑣 ≥ 𝑉0. Schematically, the dynamical system (37) – (38) with I = 0 is shown in Fig. 1 (e). The period 369 
of auto-oscillations is a function of four parameters: 370 
 371 

𝑃 = 𝜓(𝑉0, 𝜏𝑔, 𝑉1, 𝜏𝑑)                                                                                                                                 (39) 372 

The parameter 𝑉1 ≪ 𝑉0 can be settled as a constant, therefore: 373 

𝑃 = 𝜓(𝑉0, 𝜏𝑔, 𝜏𝑑)                                                                                                                                      (40) 374 

If we select 𝜏𝑔 as an independent-dimension parameter, then according to π-theorem: 375 

𝑃

𝜏𝑔
= 𝛹( 𝑉0, 𝜏𝑑/𝜏𝑔)                                                                                                                                    (41) 376 

The equation (37) describes a linear ice volume growth implying zero net feedback. This doesn’t indicate 377 
the absence of feedbacks. Indeed, if we are ready to accept that LP22 model is more than just a successful 378 
fit to empirical data, then for the growing ice sheet, the equation (37) should be consistent with the 379 
dimensional total mass balance 380 
 381 

  
𝑑𝑣

𝑑𝑡
= 𝑎̂𝑆                                                                                                                                                    (42) 382 

 383 
i.e., changes of ice volume are equal to mass influx 𝑎̂ accumulated over its area S. If we multiply and 384 
divide 𝑎̂𝑆 by ice thickness 𝐻, the total mass balance (42) becomes 385 
 386 

 
𝑑𝑣

𝑑𝑡
=

𝑣

𝜏𝑔
                                                                                                                                                      (43)                                                            387 

 388 

where 𝜏𝑔 = 𝐻/𝑎̂. The equation (43) tells us that the positive feedback 
𝑣

𝜏𝑔
 must be present in the growing 389 

ice sheet: it relates to the area growth with thickness. Its absence in equation (37), therefore suggests that 390 

𝑎̂ has another component that completely compensates for 
𝑣

𝜏𝑔
, and yet another component that is inversely 391 

proportional to S (e.g., continentality effect). Hence, the system (37) – (38) must be written as follows to 392 
have physical meaning: 393 

 394 
𝑑𝑣

𝑑𝑡
=

1

𝜏𝑔
+

𝑣

𝜏𝑔
−

𝑣

𝜏𝑔
                                                                                                                                       (44) 395 

𝑑𝑣

𝑑𝑡
= −

𝑣

𝜏𝑑
                                                                                                                                                   (45) 396 
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Schematically, the dynamical system (44) – (45) is shown in Fig. 1 (f). The amplitude of the positive 397 

feedback is 
𝑉0

𝜏𝑔
 and the amplitude of the negative feedback is 𝑚𝑎𝑥 {

𝑉0

𝜏𝑔
;

𝑉0

𝜏𝑑
}. Since 𝜏𝑔 > 𝜏𝑑, the V-number 398 

therefore is equal to: 399 
 400 

𝑉 =
𝜏𝑑

𝜏𝑔
                                                                                                                                                        (46) 401 

Accordingly, the P-scaling law (41) for LP22 model can be written as 402 

𝑃

𝜏𝑔
= 𝛹( 𝑉0, 𝑉)                                                                                                                                           (47) 403 

For example, for 𝜏𝑔 = 50 kyr, 𝑉0 = 1.5, 𝑉1 = 0.2, 𝜏𝑑 = 20 kyr, we get 𝑉 = 0.4 and 𝛹 = 2. As we 404 

have established before, for VCV18-1 model, for 𝜏 = 50 kyr, 𝑉 = 0.63, 𝛷 = 2. Therefore, we can talk 405 
about physical similarity between VCV18-1 and LP22 models in terms of the V-number.  406 

The similarity between VCV18-1 and LP22 models becomes very visual in Fig. 2(f) describing the 407 
positive-versus-negative feedback loops. It can be observed that in VCV18-1 model, during much of ice 408 
growth, positive and negative feedbacks also completely compensate each other. In fact, we can consider 409 
LP22 model as being an approximation of the VCV18-1 feedback loop by a triangle. Indeed, the LP22 410 
positive and negative feedbacks compensate each other during ice advance and when the critical value of 411 
v (i.e., 𝑉0) is achieved, the system instantly migrates to the single dominant negative feedback. Simply 412 
speaking, these two models are as similar as the shape of the LP22 feedback-loop triangle in Fig. 2(f) is 413 
similar to the shape of the VCV18-1 feedback loop, since the V-number is the ratio of its horizontal 414 
dimension to its vertical dimension. 415 

 416 
3. Conclusions 417 

 418 
Nikolai Gogol would have said: “A magic apple tree may grow golden apples…but not pears”. 419 

Phenomenological models may not be bounded by a specific physics but they have to be consistent with 420 
the laws of physics. The concept of physical similarity is what allows us to be vigilant about such 421 
consistency. Accordingly, we started our presentation with the question: Are phenomenological 422 
dynamical paleoclimate models physically similar to Nature? We demonstrated that, though they may be 423 
remarkably accurate in reproducing empirical time series, this is not sufficient to claim physical similarity 424 
with Nature until similarity parameters are considered. We illustrated such a process of diagnostics of 425 
physical similarity by comparing three phenomenological dynamical paleoclimate models with the more 426 
explicit model that played the role of parent dynamical system. Though the nomination of the VCV18 427 
model to serve as a proxy of the parent dynamical system can, indeed, be questioned, and the 428 
developments of better proxies should be encouraged, we nevertheless believe that the diagnostics of 429 
physical similarity, we have described, should become a standard procedure before a phenomenological 430 
model can be utilized for interpretations of historical records or for future predictions. In other words, 431 
claiming a model to be a phenomenological one is not an indulgence but a liability.  432 

The results of the analysis are summarized in Fig. 3. Here, the physical similarity is visualized as 433 

proximity between the models in the (
𝜀

𝑎̂
, 𝑉) space. The positive-versus-negative feedback diagrams 434 

provide additional insight. It can be observed that the original VCV18 and G23 models are very different 435 
from VCV18-1, VDP, and LP22 models not just because the latter may generate 100-kyr cycle without 436 
orbital forcing. The mechanism of ice disintegration is very different in these two groups of models. In 437 
VCV18-1, VDP, and LP22 models, the disintegration of ice sheets happens when the negative feedback 438 
suddenly becomes dominant and destroys an ice sheet. In both VCV18 and G23 models, the 439 
disintegration is due to the additional, fast, positive feedback, which is small during most of the ice- 440 
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growth period, but eventually becomes strong enough to boost the orbital forcing that attempts ice 441 
destruction. 442 

 443 

Figure 3. Physical similarity diagnostics in the 
𝜀

𝑎̂
− 𝑉 space for the obliquity-period doubling of the 444 

VCV18 and G23 models and for 100-kyr auto-oscillations of the VDP, LP22, and VCV18-1 models 445 

LP22 and G23 models can be considered to be physically similar to particular versions of the VCV18 446 
model, which amounts to saying that they may be derived from basic laws of physics under some 447 
reasonable physical assumptions. These findings boost the physical viability of these phenomenological 448 
models, but this is not unconditional and there are clear boundaries of these phenomenological models 449 
physical legitimacy. For LP22, the ratio of feedback’s amplitudes, the V-number, is also the ratio of 450 
timescales. For the Late Pleistocene and for the Early Pleistocene, all timescales are likely to be different 451 
and physical similarity therefore would need to be re-examined for each period separately. For G23 452 
model, physical similarity was found only for the obliquity-range forcing. 453 

Generally speaking, our observation that the VDP model is not physically similar to the simplified 454 
version of the VCV18 model is not a final verdict. It is indeed an indication that VDP is not based on ice 455 
physics, but there may be other physical phenomena that may provide physical legitimacy to VDP model. 456 
We are a bit skeptical though that such phenomenon can easily be found, because it would need to be 457 
constrained in the same way as VDP is. Specifically, its ratio of positive and negative feedbacks must to 458 
be fixed to a specific value that never changes.  459 

As a final conclusion, we agree with Saltzman’s (2002) proposal that “the essential slow physics is to 460 
be sought in the low-order models.” We observe though that “essential slow physics” that can be derived 461 
from phenomenological models is limited to orbital and terrestrial timescales, to ratios of amplitudes of 462 
orbital and terrestrial forcings, and to ratios of amplitudes of positive and negative feedbacks. This is as 463 
much as phenomenological models can offer, and therefore, we deviate from Saltzman’s (2002) further 464 
idea that more explicit models should be tuned to satisfy a best phenomenological model. Instead, we 465 
propose to use available physical models for diagnostics of physical-similarity hypothesis that needs to be 466 
either confirmed or rejected. 467 

Of course, encoding empirical data in a simple mathematical statement will always remain a tempting 468 
possibility. As Grigory Barenblatt (2003) said “Applied mathematics is the art of constructing 469 
mathematical models of phenomena in nature…” This means that there are no strict rules on how a piece 470 
of mathematical “art” needs to be produced. Therefore, we do not attempt here to discourage our fellow 471 
“artists” from alluding to phenomenological models. Our goal instead was to remind them about 472 
phenomenological models’ limitations and to suggest how these limitations may be addressed. 473 
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